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Abstract—The challenge in defect detection lies in accurately
classifying various defect types, each minute in size, and similar
defects. Moreover, as defect images are scarce, defect detection
becomes a few-shot sample task falling under fine-grained visual
classification (FGVC). However, in practical scenarios, discerning
defects for model differentiation is complicated by the need
to capture subtle features and nuances among different defect
classes. Consequently, effective defect detection demands models
with robust feature extraction capabilities for few-shot sample
tasks to resolve the challenges of FGVC. To address this, we
integrate the Self-supervised Knowledge Distillation (SKD) with
the few-shot learning model to enhance the feature extraction
capabilities of models in handling few-shot FGVC. According
to our experiments, our proposed method significantly enhances
average accuracy by 5.5%. Hence, this approach enables the
rapid training of highly accurate models using limited samples.

Index Terms—Defect detection, fine-grained visual classifica-
tion, few-shot learning

I. INTRODUCTION

FGVC [1] is one of the challenging issues in image classi-
fication, which can generally be divided into three categories:
basic-level, fine-grained, and instance-level. The basic-level
category can be considered as general image classification,
such as classifying cars, airplanes, and birds. Fine-grained
classification requires distinguishing finer features, such as
classifying species of birds. Instance-level classification not
only requires distinguishing finer features but also entails
subtle differences within each category, making classification
tasks more difficult, for example, classifying different types of
computer screens. In Fig. 1, we see the difference between the
fine-grained and instance-level categories. Therefore, models
may perform well on fine-grained tasks but may need to
maintain the same level of performance on instance-level tasks.

Few-shot image classification is also a challenging issue
nowadays and is more closely related to real-world scenarios.
In few-shot training, models not only need to learn features
with limited training data but also need to avoid overfitting.

Defective images are extremely rare in defect detection,
leading to a few-shot image classification problem. Besides,
defect detection is not just a typical fine-grained problem; it
requires capturing even finer features. Additionally, different
types of features may be very similar, which could cause the
model to confuse and degrade performance, thus belonging to
the instance-level category.

In the current field of FGVC, most methods focus on subtle
differences in local features within categories while over-

Fig. 1. The difference between the normal fine-grained Visual classification
task (a) and defect detection task (b). (a) The left side is the European
Goldfinch in the CUB-200-2011 [5], and the right side is the American
Goldfinchin the CUB-200-2011. (b) The left side is the defect of the bent
in the VisA [4], and the right side is the defect of the melt in the VisA.

looking the importance of global features. High-temperature
refinement and background suppression (HERBS) [2], a state-
of-the-art method in FGVC, stands out for its unique approach
to emphasizing global features. This strategy allows the model
to grasp essential contextual information, leading to outstand-
ing performance. Nonetheless, we have found that HERBS’s
performance at the instance level can be affected.

In this paper, we aim to develop a model that simultane-
ously considers both local features and global information.
Therefore, we utilize self-supervised knowledge distillation for
few-shot learning (SKD) [3] to enhance the model’s ability
to extract fine-grained features. Subsequently, we employ
HERBS for fine-tuning to enable the model to learn global
information.

We use the PCB class from the VisA dataset [4] as defect
detection images. From the experimental results, it can be
seen that our proposed method significantly improves overall
accuracy.

II. METHODS

A. SKD

SKD [3] is a method used in the field of few-shot learning
to enhance feature extraction capabilities. SKD combines aug-
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mentation methods and knowledge distillation. Initially, SKD
applies rotation augmentation to images to generate training
data from various angles. Subsequently, the augmented and
original data train a model, denoted as Gen-0. Gen-0 then
serves as a teacher to train a new student model, Gen-1, using
knowledge distillation. Gen-1 learns from the teacher’s knowl-
edge through this process and enhances its feature extraction
capabilities. Additionally, SKD utilizes rotated augmentation
to improve the model’s robustness.

B. HERBS

HERBS [2] is the state-of-the-art model for addressing fine-
grained image classification issues. Unlike other methods, it
focuses on subtle differences between categories and enhances
discriminative features. HERBS emphasizes the relationship
between global image features and contextual information, not
neglecting the importance of backgrounds.

The HERBS framework consists of two main modules:
the high-temperature refinement module and the background
suppression module. It adopts the architectures of FPN [6]
to emphasize the significance of backgrounds. The high-
temperature refinement module adjusts the temperature pa-
rameter T for predicted categories. This module increases the
temperature T to learn feature maps, capturing more global
and contextual information. Lowering the temperature refines
the feature maps to capture finer details, thus enhancing feature
extraction capabilities.

Subsequently, the background suppression module com-
putes scores for feature maps in each layer. Those with
lower scores are considered background and the remaining
feature maps are considered foreground. Then, the background
suppression module combined the foreground to produce a
new set of feature maps deemed essential for training. The
purpose is to increase the gap between the background and
the foreground. Overall, the background suppression module
discards unimportant features while training the significant
ones, aiming to enhance feature extraction capabilities.

Compared to HERBS, SKD focuses more on learning
detailed features. While HERBS emphasizes global features
and the relationship between contextual information, it may
overlook finer details. Therefore, we first employ SKD to train
the backbone and then utilize HERBS for fine-tuning, enabling
the model to consider local features and global information
simultaneously.

III. EXPERIMENT

In SKD training dataset, we use the office high-shot setting
in the VisA dataset [4]. There are 12 categories in total. Each
category is divided into normal and anomaly. Therefore, the
training dataset is 24 classes.

In HERBS training dataset, we use the PCB dataset from
VisA, which has four subsets: PCB1, PCB2, PCB3, and PCB4.
We classify the images that were initially labeled as anomaly
based on the type of defect, resulting in five categories for each
subset of PCB1, PCB2, and PCB3 and eight categories for
PCB4. To ensure that there is enough data, we have included

TABLE I
THE PRECISION(%) AND RECALL(%) ON THE PCB FROM VISA [4].

(THE LEFT SIDE IS HERBS, AND THE RIGHT SIDE IS HERBS WITH SKD
PRE-TRAINED MODEL.)

Method PCB1 PCB2 PCB3 PCB4 Average

HERBS 86 82.2 88.3 80 84.1
SKD+HERBS 94 84.4 88.3 91.7 89.6

at least ten images per class in each training set and at least five
images per class in each test set. We have also augmented the
data to have 40 images per class for training purposes. Each
experiment is repeated at least three times to ensure accuracy.

Table I shows the experimental results. Our method has
shown better performance than others in every subset of the
dataset, resulting in an average accuracy increase of 5.5%. This
indicates the effectiveness of our approach in enhancing the
performance of defect detection tasks, and it also highlights
its potential for fine-grained classification tasks.

IV. CONCLUSION

Our method utilizes SKD to enhance the model’s fea-
ture extraction capabilities, leveraging rotation augmentation
and knowledge distillation to improve performance. Then,
we employs HERBS for fine-tuning, enabling the model to
simultaneously consider local features and global information
while addressing the challenges of few-shot and fine-grained
visual classification. Experiments conducted on VisA dataset
demonstrate that HERBS with SKD significantly enhances
average accuracy by 5.5%.
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