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Abstract—While deep learning technologies are rising, in-
formation security is becoming increasingly important in the
modern era. Federated Learning (FL) is a method that allows
different clients to collaborate on training deep learning models
while ensuring data privacy. However, traditional FL faces the
challenge of a single point of failure with the aggregation server
if the centralized server fails. Additionally, FL. often encounters
malicious model attacks, leading to a reduction in global model
accuracy. To address these issues, we propose Scale BlockChain
Federated Learning (ScaleBCFL) using Hyperledger Fabric
(HLF). By leveraging blockchain technology, we decentralize the
central server in traditional FL and create multiple shards to
reduce communication costs significantly. Furthermore, using a
blockchain handler obviates the necessity for users to invest time
in learning how to write smart contracts. Instead, users can focus
solely on customizing programs related to training, aggregation,
and validating models.

Index Terms—Blockchain, Federated Learning, Hyperledger
Fabric

I. INTRODUCTION

Clients’ models are sent to a centralized server for aggre-
gation in traditional federated learning. This causes a single
point of failure, where the failure of the central server disrupts
the entire FL process. Besides, validation of models using a
verification dataset by a centralized server may raise privacy
concerns. The verification dataset could contain sensitive infor-
mation, limiting its use to publicly available datasets. Finding
ways to eliminate the single point of failure and enable decen-
tralized validation processes without compromising privacy is
essential for advancing FL’s effectiveness and security. The
decentralization of the central server in FL has become a
critical research topic for addressing these challenges.

There are many related studies on using blockchain to
decentralize FL. For example, BLADE-FL by Ma, Chuan et
al. [1], FL-Block by Qu, Youyang et al. and BFLC by Li,
Yuzheng et al. [2] explored decentralizing public chains. There
were also studies using Hyperledger Fabric (HLF) as their
framework, such as ScaleSFL by Madill er al. [3], ChainsFL
by Yuan, Shuo et al. [4] and FabricFL by Mothukuri et al. [5].
However, ChainsFL and FabricFL are aggregated on the client
side, which makes synchronization between clients difficult.
Although our research is based on ScaleSFL, we decentralize
all operations from publishing tasks to training by HLF.

We propose Scale BlockChain Federated Learning (Scale-
BCFL). This framework decentralizes FL. with blockchain,
which is implemented with Hyperledger Fabric (HLF), using
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Fig. 1. System architecture.

channels of the HLF framework as both task publishing
platform and aggregation model consensus platform between
organizations, replacing traditional centralized servers. Scale-
BCFL has the following functions.

(i) ScaleBCFL supports hierarchical FL [6].
(i) FL task release platform and training-aggregation process
are decentralized.
(iii) Allowing users to focus only on training, aggregation,
and verification without caring about smart contracts.

II. SYSTEM ARCHITECTURE

The system architecture is shown in Fig. 1. In our frame-
work, each organization maintains a node, specifically a full
node. This node comprises several components: an HLF peer
responsible for participating in HLF channels, a blockchain
handler primarily tasks with federated learning model training
and endorsing transaction requests sent from peers, a fab-
ric client serving as the communication bridge between the
blockchain handler and peers, and optionally, a task publisher
to join different HLF channels and store the channel’s account
simultaneously. Inter-organization communication occurs via
HLF channels, ensuring that any ledger modification on the
channel requires approval from other organizations, thereby
decentralizing our framework.

III. METHODS

As shown in Fig. 2, the blockchain handler controls this
system’s operation. It writes the model address, hash, or start
training message into the ledger through the fabric client and
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HLF peer. For other organizations’ ledger writes, the endorse-
ment plugin in the HLF peer sends endorsement requests
to the blockchain handler for checking to identify malicious
models or ledger writes that damage the system. The event
generated after successful ledger writing is returned to the
blockchain handler through the HLF peer and fabric client
so that the blockchain handler can perform corresponding
operations based on the written content, such as starting
aggregation or a new training round.

The operation process of ScaleBCFL can be roughly di-
vided into two major steps. “Task Publishing” and “Training-
Aggregating”. The first is Task Publishing. The organization’s
task publisher sends the FL task information to other or-
ganizations. Organizations respond to the task publisher on
whether to participate. After confirming the participants, the
task publisher determines the hierarchical structure according
to the participants, establishes HLF channels based on the
structure, and writes the structure into the ledger. Finally,
each organization joins the corresponding channel according to
the hierarchical structure in the ledger, installs the chaincode,
and starts the fabric client. This completes the “Task Publish-
ing” step. Next is “Training-Aggregating”. The task publisher
sends the training message to each organization through the
channel and writes the initial model into the ledger. After
the organization receives the training message, it sends it
to the lower channel or uses the initial model in the ledger
for local training. When the local training is complete, the
address of the local model will be written into the ledger,
and the peers of each organization will send the ledger writes
to the blockchain handler to identify malicious models by
measuring the L2 distance between the global model and
the model being written. If the number of uploaded models
is enough, each organization will aggregate these models
individually to obtain candidate aggregation models. Upload
the candidate aggregation model address and its hash to the
ledger, and then use chaincode to set the model selected by
most organizations as the new global model, thus completing
a round of “Training-Aggregating”.

IV. DISCUSSION
A. Hierarchical Sharding

Hierarchical sharding allows for the independent operation
of each shard, bringing several enhancements to traditional
FL workflows. During device selection, smaller populations in

each shard enhance the efficiency of updating and maintaining
active devices. A more extensive sampling of devices from
the worldwide population becomes feasible during aggrega-
tion [3].

B. Rewards Distribution

Although we have implemented ScaleBCFL using HLF,
alternative approaches might explore platforms like Ethereum
for implementing reward mechanisms. As training models in
a permissionless manner could lead to reduced contributions,
given the accessibility of models via a model hub without
the need for significant computing resources, incorporating
rewards becomes a crucial aspect of the workflow. While main-
taining free access to models, it is essential to recognize and
incentivize contributing computing resources by distributing
rewards to the participating clients. Task contributors or inter-
ested clients may introduce additional incentives to enhance
community involvement and stimulate contributions [3].

V. CONCLUSION

This paper proposes the ScaleBCFL framework to decen-
tralize FL to solve the single point of failure problem. This
framework uses Hyperledger Fabric to build a blockchain, al-
lowing organizations to communicate with each other through
channels, and uses the fabric client and endorse plugin to
enable the blockchain handler to call different functions based
on events or ledger writes in the channel. This framework
not only supports hierarchical FL but also allows the endorse
step of HLF to be checked by the blockchain handler, allowing
users to easily customize training, aggregation, and verification
programs without spending time and cost learning how to write
smart contracts.
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